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Module 1

1 Introduction to tensor network diagrammatics
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Motivation

What is the memory cost to represent a N

qubit quantum state

What is the memory
cost to represent thejoint

probability distribution of
N bits



Tensors generalization of vectors and
matrices

A d dimensional
vector 147 Ed D Mili

A rank 1 tensor array

It physical dimension
d

d xd dimensional matrix rank 2 tensor

d 92

d Edz

dixdax.de dimensional tensor
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492 edr

tf canbe in general

I da de specified by
dixdax xdr complex
numbers



2 Tensor operations
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Matrix products

Asmixmdimensionalmatrix

B Maxmg

A B C m xm
dimensional matrix
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contracted legs

computational complexity

My elementary steps

Traceorfnatixltensor.TL
T I
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dimensionsmustmatch



Exercise 1 Generalize this to tensors of
general rank

2 Diagrammatically prove to AB tr BA

Generalontfft
2,9

MT D

AB

TTIET.tn B be tensors of rank or
and92

A T is a tensor of rank
r trz defined

as

A B i i ir jets jazz Ai iz in Bj jz jrz

A
1 I



Groupinglshiting dads

LIFE IEEE i.tt i

together

A rank ntm tensor can be
converted into a

rank 2 tensor bygrouping
as such

Tz Ti in j im

I in d is dii'd ist di dk

inJj d jo d da it did dk jn

The reverse process is splitig



3 Splitting tensors and Singular Value Decomposition
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SVD ofmatrix

A U S Vt
non unitary
matrix

mxn
txm

mfectangular entries are non
negative realunitary diagonlman

Vvt UV Inxn
OUT UTU Amxm

m

II Flit
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theentries are thesingular

IE
Columnsof UandV form an orthonormal basis

of singular values rank of A

min min



Why SVD
Best compression of a matrix

i Because we can truncate matrices to a low

rank matrix approximation by keepingonly
the first k singularvalues of 5 and

first k columns of U and V

I I 5Mt This has rank k

Eckart Young theorem says
A is the

optimal matrix closest to A with fixed rank k

i.e IA A If 11A BDF forall B of rank k

Here Half FMM is the Frobenius norm

Ii Also provides an optimal truncation of
entanglement will beshown later



splitting of tensor by
SVD

singular 111
Valdomposition

Tensor Networks diagram
which tells how to

combine several
tensors into

a single composite
tensor

0



4 Quantum mechanics and tensor network

4

Multipartite quantum states are conveniently

represented
as TN

147
d 490 ed

e g spindodegtiffeedomTon a lattice

E
em

Importantly
the splitting of

this

rank N tensor into N tensors reveal

the entanglement
tructure of the state



Bipartifentanglementofpastates

Consider a Pquantum state on A HB

represented as 14 Egtij ai b

where a and lbj are an orthonormal

basis for Hf and HB
respectively

147 is entangled if 147 1420143

emple 147 1091 1410143

An information theoretic measure of pure
state

bipartite entanglement
von Neumann

entropy of the
reduced density matrix

PA tr 147 41

I bj
4 4 bj

z 4 zj
19 Laid

SVN PA try fabula
Mimi

suppose mi are the eigenvalues of PA



Mi must be real and non negative why

SVD provides a convement way to estimate entanglement
i

Dii 4 4 Usv

14 til his IR

1L and IR are the columns of Uand V matrices in SVDof 4
and Xi are thesingular values

Erise show Sun P2 Ex hx

Say D is the Schmidt rank of the SVD

An important property SVN log D

Recall the multipartite
quantum state

4 it

ate
the dimension of the virtual

bond D

indicates the entanglement
in thestate


